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Research: Definition and meaning of Research. Lharaciensti
Steps in research (ldentification, Selection and Formula re
Ouestion, Research Design, Formulation of Hypothes: W 0
Books: General books, Text books, Reference bool
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Electronic Source: Borm Digital & Digitized, online & @liliie, U I ¢
Divide: Technophobia & Technophilia; Information haves & have-nol

Sampling Techniques: !
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Sampling theory, types of samplin

Hons O sampung. Lollccu

Steps 1 Sampl
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Non-sampling error, Sample size, Advant : !
Primary Data, Meaning, Data Collection methods, Secondary Data, W
Limitations and Cautions.
Unit-111

Dispersion, Hypothesis

Statistics in Research: Measure of central tendency. |
Hypothesis Testing, Standard Error, !

lests

Unit-

Para

for Significance between means, proportions,

lestis,

Point and Imterval

Sign, Run, Kruskal
v
metric Tests: Testing of significance, mean,

ANOVA-One-way and Two-way

Unit-V

Editing the final drafi, Evaluating the final draft
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uestion paper shall comprise of 10 long answer 1yp

: ? . diAdAntm
and each question will carry 20 marks and the candidatc

ing one from each unit.
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| RPEO4 | Open Access Publishing y
RPE 0 Publication Misconduct
| RPE 06 Databases and Research Metrics
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Svllabus in detail
THEORY
RPE 01: FHILOSOPHY AND ETHICS (3 hrs.)

I, Introduction to philosophy: definition, nature and scope, concept, brang
2. Ethics: definition, moral philosophy, nature of moral judgements and reacti

* RFPE 02: SCIENTIFICCONDLUCT (5hrs.)

Ethics with respect to science and research
Intellectual honesty and research integrity

. Scientific misconducts: Falsification, Falrication, and Plagiarism (FFP)
Redundant publications: duplicate and overlapping publications, salami slicine
5. Selective reporting and misrepresentation of data

L P b AT

¢ RPE 03: PUBLICATION ETHICS (7 hrs.)

I. Publication ethics: definition, introduction and importance

2. Best practices / standards setting initiatives and guidelines: COPE, WAME

3. Conflicts of interest

4. Publication misconduct: definition, concepl, problems that lead to

and vice versa, types

‘v'i-:-ia_.tiun of publication ethics, authorship and contributorship

6. Identification of publication misconduct, complaints and appeals
7, Predatory publishers and journals

PRACTICE

* RPE 04: OPEN ACCESS PUBLISHING(4 hrs.)

glcC,

unethical behavior

m




I 'Dpen seasss wiols
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2 SHERPNREMED online tesomroe 16 check wabiia ,
policie: ' urce 10 cneck publisher copyright & self-archiving
:1 'T"h.",' are 100l 1o identify predatory publications developed by SPPI
- Journal'finder / journal suggestion 1ools viz. JANE, Elsevier Journal Finder, Sprir

Journal Sugpester, etc

* RPE 05 PUBLICATION MISCONDUCT (4hrs.)

A. Group Discussions (2 hrs.)

Subject specific ethical issues, FFP, authorship

Conflicts of interest
Complaints end appeals: examples and fraud from India and abroad

[P g

B. Software tools (2 hrs.)

Use of plagiarism software like Turnitin, Urkund and other open source software tools

RPE 06: DATABASES AND RESEARCH METRICS (7hrs.)

L]

A. Databases (4 hrs.)
1. Indexing databases
2. Citation databases: Web of Science, Scopus, €ic.

B. Research Metrics (3 hrs.) g
1. Impact Factor of journal as per Journal Citation Report, SNIP, SIR, IPP, Cite

Score
2. Metrics: h-index, g index, 110 index, altmetrics
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Machine Learning: Introduction to Machine Learning Paradij | 15 of Machin -+
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Supervised |_|.';|r|||n_.r'_ Lnsupervised Learning, Reinforce ment Learning. Prepro I
Choosing a Machine Learning Model
Uit 11
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Supervised Learning: Classification Algorithms: Naive Bayesian, multinomial and Binon
Decision Tree, Random Forest, Linear Discriminant Analysis, Fischer Linear Discriminant

Analysis

Umir 111

Regression: Linzar Regression, Lopistic Regression, K-Nearest Neighbor Classification B
Support Vector Machine, Linear SVM, Non-Linear SVM

Unit IV
Unsupervised Learning: Clustering Algorithms, K-Means Algorithms, Hierarchica
Clustering, Frequent Partern Mining Algorithms

Unit V

Python:: Introduction, Data Types, Functions, mo®ules and Packages, Loading packagss and
namespaces, reading and writing data, Control Flo¥, Applications of machine Learnine using

Pathon.

Note for Paper Setting:

The question paper shall comprise of 10 long answer type questions, two questions from eac
unit and each question will carry 20 marks and the candidates will be required 1o answer five

questions selecting one from each unit,
Texiboak:

I. M. Tom, * Machine Leaming”, McGraw-Hill, 1997 First Edition.
2. M. Alex, R. Anna, H. Steve, “Python in a Nutshell”, Oreilly Publications, 5" Edition

References:

I. A. Ethem, “Introduction to Machine Learning”, Edition 2™ , MIT Press .
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Unit 1

.I::E{I:.I. \Til'li.“'.'.: ||||.|-._-|| Ichon 1o |].I5.| mining. Datg I"-'IIII:IZ- Vi i|--'i|---| '
Lhscovery i Databasgec (KDD). Data mining tasks. Application areas of Data minin

data in Data minir e
Uata miming, Issues and challenges in Data mining

Unit 11

Data pre-processing: Introduction 1o Data Pre-processing, Data Cleaning
§T4); Diaia :|._-I': T

Noisy Data & Data cleaning as a process, Data Intégration, Data
Reduction: Data Cube Aggregation, Attribute subset selection & Dimensiona!i

Unit 111

Data Mining Tasks: Clustering: Cluster Analysis and its applicatior

(Partitioning, Hierarchical, Density and Grid based methods). Classification
its utility in Data Mining, Classification methods (Probabilistic and Decisi ree)
Association Rule Mining: Association rule mining and its utility in Data mining, Fundamem
of Association rule mining, Apriori Algorithm for Association rule min
Umit TV

1stics of Big data (5 ¥

Big Data: Evolution of Big data, Importance of Big data, Character
Data Analylics and 115 calegones (Dest rptive, ’.-!i:l_'::.--:.;,

Big data), Predictive ar
Perspective analytics), Different types of data ip Big dain: Structured, Semi-structure:

Unstructured type, Big data analytics life cycle, cligllenges of Big data

Umit ¥V

Technologies for Handling Big data: Introduction (o Hadoop, RDBEMS Vs Haac

Functioning of Hadoop. Hadoop Distributed File System and its architecture, Map-Red
architecture, Hadoop Ecosystem

Note for Paper Seiting:

Ons, Dwio questions from each

The question paper shall comprise of 10 long answer lype questi
unit and each question will carry 20 marks and the candidates will b
questions selecting one from each unit
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Texthool:

1. M. J. Zaki and W. Meira Jr., Data Mining and Analysis - Fundamental Concepts and

Algorithms, Cambridge Press.
2. ). Han and M. Kamber. Data Mining Concepts und Technigques, 2

Kaufman
3. Minelli M., Chambers M., Dhiraj A., Big Data, Big Analytics: Emerging Business.
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Ed., Morgan




Maximum Marks : 100

Course Code;: PPHD-CS-EL-2112 University Examination: 100

Big Data Analytics Duration of Examination:3 Hours

Course Title:
Credits: 4
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Umit 1

Datu .‘I-liil'iil'l]jl Introduction to Data AT Date Wi 1
hscovery in Databases (KDD), Data mining tasks, Application areas of Datar f I
data in Data mining, lssues and ¢hallenges m Lhata min

Linit 11

Dara pre-proeessing: Introduction to Data Pre-processing, 3 :
Noisy Data £ Data cleaning as a process. Data Integration, Data Transformation, Da
Reduction: Data Cube Aggregation, Attribute subset selection

L'nit 111

Data Mining Tasks: Clustering: Cluster Analysis and its applications, Cluster
(Partitioning, Hierarchical, Density and Grid based methods). Classification: Classification a
{Probs and  Decision Tree)

Mining, Classification methods {Probs

its utility in Data
and its uiilin

Association Rule Mining: Association rule mining
of Association rule mining, Apriori Algorithm for /

Unmit 1V

Big Data: Evolution of Big data, Imporance of Big data, Characteristics of Big data (5 V's
Big daia), Damm Analytics and its catepories (Descriptive, Diagnostic, Predictive ane
Emi-struct }

Perspective analytics), Different types of data in Big data: Structured, S
Unstructured type, Big data analytics life cycle, cHgllenges of Big data,

N Umit V
Technologies for Handling Big data: Introduction to Hadoo
Functioning of Hadoop, Hadoop Distributed File System and its architecture, Map-Reduc
architecture, Hadoop Ecosystem

MNote for Paper Setiing:

The question paper shall comprise of 10 long answer type questions, two questions from eacl
unit and each question will carry 20 marks and the candidates will be reguired to answer fiv

questions selecting one from each unil

Textbook:

1. M. J. Zaki and W. Meira Jr., Data Mining and Analysis — Fundamental Coneepts and

Algorithms, Cambridge Press
2. J. Han and M. Kamber, Data Mining Concepts and Techniques, 27 Ed.. Morgan

Kaufman,
3. Minelli M., Chambers M., Dhiraj A., Big Data, Big Analytics: Emerging Business.



